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ABSTRACT

This study reviews the applications of queuing theory to the field of banking queue management
problems. This review proposes a system of classification of queues in the banking sectors,
which examined with the assistance of queuing models. The areas described in the literature are
the common problems encountered in the queue management strategies in the banking industry.
The goal is to identify the best effective method to reduce customer-waiting time at the bank to
the maximum possible standard while improving the efficiency of the bank.

Customer satisfaction is a concern to service industries as customers expect to get their service
promptly. For a service industry like a bank, there is a need for efficient bank Teller scheduling

system that takes into account recognizing various customers’ expectations.

This study concentered on the single channel waiting line systems with poison arrivals and
exponential service times in Bank of.Ceylon, City affice, Bankeof, Geylon Kuliyapitiya and Bank
of Ceylon Bingiriya;fiiézéi

All above branches have separate gqueues Tor the separale counters. (Many lines)They use rule of
thumb to open/close counters at the branches based on their experience.Consequent to our
findings and calculations we have proved that having one line and many counters (One line) is
effective than having many lines. Further, with respect to open/close of counters we have
suggested queue probability tool. Queue probability is one of significant factor to determine to

set up number of counters effectively.

Key words: Queuing Theory, Mathematical modeling, Bank, customers, inter arrival time,
service time, queuing system, M/M/1/00 Model, M/M/Z/oc Model
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CHAPTER 01
INTRODUCTION
1.1 Banking industry in Sri Lanka: An overview

The banking sector in Sri Lanka is one of the most dynamic and vibrant sectors of the economy
with developments taking place during the last decade in terms of institutions, instruments, range
of services, and the geographical coverage. Financial sector reforms have introduced to improve
efficiency and stability of the sector and further reforms are underway. Accordingly, the
financial sector in Sri Lanka is the backbone of the economy that ensures the smooth functioning
of the economy. As in many countries, banks are dominant players within the financial sector
since banks are the only organizations that mobilize the large amount of deposits and provide
funds for the future developments. Therefore, having sound banking system is one of the

significant requirements to a country.

In the early 195C e g in \ limif imercial b ut of which nine
were foreign ban agfa‘}h maqre than 60%.qf banking assets. None of tl ommercial banks
was interested ir 0:d value added .custamers nonopoly at that
time. At the sam ice to rural areas

in Sri Lanka, which comprise of 80% of the population. They were essentially graces to serve the
plantation industry and the import export trade. Even though commercial banks were existed at
that time, remarkable development appeared only after financial liberalization happened as the

result of introducing open economic policies in 1977.

Bank of Ceylon and Peoples bank are the largest government owned banks in Sri Lanka.
According to the Central Bank annual report in the year 2013, the banking industry in Sri Lanka
comprised with 24 Commercial banks, 09 licensed commercial banks and 47-licensed financial
companies. This has been functioning through 1676 branches and 3898 other out lets of
Commercial banks. There were 527 branches and 273 other outlets of licensed commercial
banks. Total number of financial companies was 212. Furthermore, there were 4622 automated
teller machines, and 27689 point of sales machines.



1.2 Introduction to the queues at the Bank

In generally when we consider our day-to-day activities, one of our most inconvenience activities
may be “waiting in line” (WAITING IN A QUEUE) until we get our chance. Queue means two
or more people or things waiting in a line to purchase some goods or to receive a service. Queues
are part of our everyday life. People will wait in queues to buy a ticket to watch a cricket match
at the grounds, to pay what they bought from the supermarket, to obtain food at restaurant and at
a bank, deposit as well as withdraw money and other related work. Lining-up for one service
or the other is an inevitable phenomenon of our life. Though it look common, but demands much
attention because excessive waiting is very costly in some sense, social cost, loss of customers

to the organization, the cost of idle employees or some other important cost.

Waiting in lines is part of everyday life. To get a service people have to wait for some time until
the service counter gets free if the counter is busy. Whether it is waiting in line at a grocery store

to buy daily items (by taking a number) or checking out at the cash registers (finding the quickest

line) waiting in | t if Kk for a telle amusement pat go on the newest
i E ' -|' Wal U1, \V € '7 1. LUNECS L l.;-'\b- NIOVIES, Cdl ini

ride, we spend a ot pi’ggl i aiting Vaif , t-the movies, lining room, and
university library, thesmotor vehicle negisters affice livision of motor
vehicles, and ev lescribes waiting

lines are how much related to our daily activities.

The queue is where customers wait before they served. The maximum permissible number of
customers that it can contain characterizes a queue. Queues may infinite or finite, according to
whether this number is infinite or finite. The assumption of an infinite queue is the standard one
for most queuing models, even for situations where there actually is a finite upper bound on the
permissible number of customers, because dealing with such an upper bound would be a
complicating factor in the analysis. However, for queuing systems where this upper bound is
small enough that it actually would reach with some frequency; it becomes necessary to assume
a finite queue. Abandonment in queues for a longer period hasrecognized as having a significant

impact on system performance.



Common queuing situations are as follows.

SITUATION ARRIVALS IN QUEUE SERVICE PROCESS

Supermarket shoppers Cashiers

Highway toll booth Vehicles Payment of tolls at booth
Doctor’s office Patients Treatment

Computer system Programs to run Computer processes jobs

Bank Customers Transactions handled by tellers

Some banks are taking every endeavor to minimize the customer waiting time and some banks
do not pay more attention over this task. Especially in the service industry, an organization like a
bank, it is one of the significant requirement is having efficient and effective queue management
system which tak

Many commerci ba;n:?s have-done great-effort to intrease ‘the service 'ef cy and customer
satisfaction but t A0S lem aré facing a Seric of customers. In
bank, the waiting line of customers appears due to low efficiency of the queuing system, it
reflects the lacking of the business philosophy of customer centric, low service rate of the
system. The waiting queues of the customer develop because the service to a customer may not
deliver immediately as the customer reaches the service facility. Lack of satisfactory service
facility would cause the waiting line of customers to form. The only technique is that the service
demand can be met with ease is to increase the service capacity and increasing the efficiency of

the existing capacity to a higher level.

As service speeds up, time spent waiting on queue decreases. Service cost however, increases as
the number of service stations increase. The goal of managers is to schedule as few employees as
possible while maintaining a maximum customer service level. Managers should make every
endeavor to make the queues short enough so that customers are not dissatisfy and either leaves
without transacting their business or transact at once and never returning the future. However,

some waiting can allowed if the waiting cost is balance with significant saving in service cost.
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In most of thebanks, customer and service information are identify generally based on manual
observation and personal judgment (Obtained through information from visits to some local
banks). This gives inaccurate results and wastes time. It also requires continuous observation by
management personnel and thus results in additional cost. These results have greater possibility

to make some customers being dissatisfied as customers who came first may be serving last.

Profit maximization objective may not be easy to achieve in banking, without providing a good
level of customer service exceeding of their expectations. In other words, the faster they are
attending to, the more the customer would be encouraged to keep their money with a bank. The

only technique is that service demand can meet with ease to increase the service level.

This research and study has completely based on theories laid down in the Queuing Theory.
Queuing theory is a mathematical approach applied to the analysis of waiting lines. It uses

models to represent the various types of queuing systems. Formula for each model indicates how

the related queui ould { der ¢ onditions, Jeuing model are
very powerful to ifgfjgeL Hning. that how-to manage &, gueuing syster 1e most effective
manner. The queuing=heory is.knawn as the-random es the content of
the behavior prot [ , queuing system,

Queuing is a challenge for all the branches in the Banking industry. In the developed world,
considerable research has effected on how to improve queuing systems in various Banks.
Unfortunately, above situation has not occurred in the case of developing countries like Sri
Lanka. This study seeks to contribute to this subject by analyzing the queuing situation in public
banks in Sri Lanka and to bring its practical value to how decision-making can enhanced in
banking industry. Queuing theory is a potent mathematical approach to the analysis of waiting
lines performance parameters in the queue management systems. It has increasingly become a
common management tool for decision making in the developed world. This vital tool is
unfortunately minimally used in most banks in Sri Lanka.lt has also been used in reducing costs

relating to various aspects of banking industry.



Long waiting queues are symptomatic of inefficiency in the banking industry or any other
service industry. Unfortunately; this is the case in many public banks in Sri Lanka. Capacity
management decisions in banking industry are arrived on experience and rule of the thumb rather
than with the help of strategic research model-based analysis coupled with good mathematical

approach.

All the larger banks in Sri Lanka receive a large number of customers in every day and this
generally results in long customer waiting times. In response to this challenge, this research
study analyses the queuing system of the banking industry in order to develop a model that can
help reduce the waiting time of their customers. Specifically, this study seeks to construct a
structural model of customer flow within the bank and to model a queuing system using the

queuing theory to minimize customers waiting times in the bank.

The objective of queuing analysis is to offer a reasonably satisfactory service to waiting

customers. In general, the approach of queuing theory is not an optimization technique but

instead it determ sure of performances of v g lines, such as age waiting time
in the queue ar [@;ﬁ}p yetivity . of -the~service facHity,. can usec sign the service
installation.

The applications of queuing theory extend well beyond waiting in line at a bank. It may take
some creative thinking, but if there is any sort of scenario where time passes before a particular
event occurs, there is probably some way to develop it into a queuing model. Queues are so
commonplace in society that it is highly worthwhile to study them, even if only to reduce a few

seconds off one’s wait in the queue



1.3 Background of the study

In service industries, such as banks demand for service is variable and often depends on the day
of the month, day of the week, or even on the time of the day. However, service need to deliver
promptly when it is needed. Daily work scheduling is required in many service companies such
as hospitals and banks. Bad queue management process will result in long customer waiting
times, long queues, and consequently, waiting cost. Bad scheduling can also result in loss of
productively of Tellers due to idle times. On the other hand, good scheduling results in low
waiting cost, good Teller utilization, customer satisfaction, and more profit. Managers are faced
with the problem of recognizing the trade-off that must be taken between providing good service
and the cost of waiting for such service.

As service speeds up, time spent waiting on queue decreases. Service cost however increases as

the level of service increases. The goal of managers is to deploy as few employees as possible

| PR e Y.i

while maintaining a maximum customer service tation is to ensure

the queues to ma ;?@Qﬂl\ much @8 Passitle withl the hriey that customers not dissatisfied and
either leaves witl Lt%ra mgthet-business ep trarsact-atonceand’nex urn in the future.
However, some tig llowed T the walting ¢ Jact with service
cost.

A typical Teller-Customer scheduling system has two goals:
Q) To determine the minimum number of personnel to satisfy a set of service level
requirements, and
(i)  To build a schedule that specifies when a staff should start shift so that, the staffing
level requirements of each period of the day are met.
It is therefore important to recognize peak and non-peak periods to decide the staffing needs.
However, very often, identifying the changes in the demand level from past or real- time data is
not a straightforward matter because of the high variability. Using queuing theory with a control
system that monitors the state of the system at all times, one can model and analyze a real time
queuing situation in a bank, compare scheduling alternatives and the corresponding service
levels, and provide the best scheduling rule based on the desired service level.

Waiting line models require an arrival rate and a service rate.
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1.4 Objectives of the study

Obijective of the study are as follows:

Apply queuing theory to determine the key measures of performance for a queuing
system.

Check whether having one line and several counters is more efficient than having several
lines.

Statistical model to decide how many servers should have to balance the queue.

1.5 Significance of the study

Through the study with the help of queuing models, we can make some suggestions to improve
the service quality at the bank counters. At this junction minimize customer waiting time is the
ultimate goal.

1.6 Importance of the study

Following are the significant outcomes of this study to enable the bank manager to improve the

quality of the customg«.%ransaction at the barik.

1.

The finding of'he study will enable the researcher as well as the manager to develop a
statistical model to use for the bank to enhance the efficient & effectiveness by providing
speedy customer service.

This model will highlight the success factors of the reducing queues at the bank counters.
Bank management will be able to recommend the number of staff that should allocate to
a branch/department and at what average rate that any individual could perform the
service.

Offer a reasonably satisfactory service to waiting customers in the queues

Bank manager is able to operate minimum number of servers while providing efficient

service.

Enhance the employee efficiency.



1.7 Design of the study

This study has designed to introduce a common method to minimize the customer waiting time
at the bank counters. It is realized that no managers have taken steps to enhance the efficiency at
the cash counters at the banks. Although they are very keen on reducing customer, waiting time
but they are not applying scientific methods such as queuing theory. Every bank is suffering with
this problem. With the view to enhance the efficiency at the cash counters at the banks this study

is designed.
1.8 Data collection

Data was collected selecting three branches at Bank of Ceylon. Initially at City office branch at
Colombo 1 and then Kuliyapitiya branch and at last Bingiriya branch. City office branch is very
busy place in the entire week. Reason for the selecting of above branch is to ensure that the
findings of the study will be remaining unchanged despite the location. There will be three
counters at all the branches. Data in respect of customer arrival time and service time has
extracted from above ihi anches duringhe year 2014 Twol montkis<data has taken from all

above branches for *;h_e»s*tm

1.9 Contents of

Chapterl describes the introduction to the banking industry in Sri Lanka. Further discuss
background of the study, objective of the study, significance and importance of the study and
basically cover the areas pertaining to the whole study. Similar studies taken on the same subject
area have discussed in the chapter 2 under literature review. Methodology of the study have
discussed in detail manner in the chapter 3. Chapter 4 describes the analysis of the collected data
from the three designated branches. Through the analysis, it has proved that single line is more
effective than having number of lines. Further based on the queue probability the number of
counters to open in order to get best efficiency is discussing in this chapter. At last, results and

conclusions are discussing in the chapter 5 for any user to implement the proposed model.



CHAPTER 02
LITERATURE REVIEW
2.1 Introduction

This chapter describes with previous researches undertaken in the queuing theory by various
people. Many models have been proposed to explain queuing theory and its impact by different
individuals. Most of these are about how to reduce waiting time in the counters. Some
researchers have extended the research activities to different kind of working places to ensure
what is the present queue management method and what are the steps that should take in order to

enhance the effectiveness.
2.2 Similar studies undertaken and past findings

S.K.DharandTanzinaRahman (2013) have concluded that a research in similar manner by
discussing the benefits of performing queuing analysis to a busy ATM in a Bank at Bangladesh.
This research has dis¢dssed the application afighiewingitheeny toithe Bank:ATM. From the result
they have obtained thiZ%the ratelat-which! customerstarrve irithel quetiing-system is one customer
per minute and the Serrice raté is 150 cdstohtéts per minute. The probability of buffer flow if
there are three or more customers in the queue i1s 10 out of 100 customers. The probability of
buffer overflow is the probability that customers will run away, because may be they are
impatient to wait in the queue. This theory is also applicable for the bank, if they want to
calculate all the data daily and this can applied to all branches ATM.

Chuka Emmanuel (2014) has engaged in analysis of the queuing system at First Bank PLC in
Nigeria, and to show that the number of their servers was not adequate for the better customer’s
service. It observed that they need five servers instead of the three at present. This is the
appropriate number of servers that can serve the customers as and at when due without waiting
for long before customers are been served at the actual time necessary for the service. This
increase in servers reduces the waiting time, and the probability that an arrival will have to wait
for service is 0.056. However, the system utilization was observed to be 0.235 for an hour.

Furthermore, the system capacity of the five servers was observed to be 92.7 for an hour.



It suggests a need to increase the number of servers in order to serve the customers better despite
the staff allocation.

MathiasDharmawirya (2011) has concluded a research at restaurant to ensure losing their
customers due to a long wait on the line. Some restaurants initially provide more waiting chairs
than they actually need to put them in the safe side, and reducing the chairs as the time goes on
safe space.

However, waiting chairs alone would not solve a problem when customers withdraw and go to
the competitor’s door and the service time may need to be improved. This shows a need of a
numerical model for the restaurant management to understand the situation better. The researcher
aimed to show that queuing theory satisfies the model when tested with a real-case scenario. He
obtained the data from a restaurant in Jakarta. He has then derive the arrival rate, service rate,
utilization rate, waiting time in queue and the probability of potential customers to balk based on
the data using Little’s Theorem and M/M/1 queuing model. The arrival rate at the restaurant its

busiest period of the day is 2.22 customers per minute (cpm) while the service rate is 2.24 cpm.

The average number of. ners \ jrang is 12 d the utjlizatj od is 0.991.
EhsanBolandifar 701‘4”0 [ { an _empirical “study of an emergenc 'tment in which
patients may leave the v ' patients). Using

operational data from a hospital emergency department, they show that both time and number of
patients in the waiting area significantly increase a patient’s LWBS probability. These factors
interact with each other in a non-linear fashion. In addition to these two factors, they showed that
observed service rate affects LWBS probability, where the magnitude of its effect depends on
waiting time. As waiting time increases, higher observed service rates may encourage patients to
wait. They also examined the shape of the hazard rate curves for LWBS behavior. They use these
findings to draw insights into modeling LWBS behavior. Further, they have discussed the state-
of-the art for existing queuing and simulation models of abandonment and translate how their
findings affect the utility of these models.

S.Vijay Prasad& others (2015) have engaged in a study and concluded that the total cost with
assumption of certain Waiting cost in single queue and multiple queues and proved that the

expected total cost is less for single queue and multi-server model as comparing with multi-
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queue multi-server model. The problem of customers waiting for the shortest time has studied by
means of queuing models, the measure to reduce the time of the customer’s queues to achieve
the goal of the people oriented and the greatest effectiveness of the checkout stands of

supermarkets.

The expected number for customers waiting in the queue is less in the case of single queue as
compare with case of mulitiple queues. The expected waiting time of the customer in the queue
is less in the case of single queue as compare with case of multiple queues. The expected waiting
time of the customer in the system is less in the case of single queue as compare with case

of multiple queues

2.3 Evolution of Queuing Theory

In 1908, Copenhagen Telephone Company requested Agner K. Erlang to work on the holding
times in a telephone switch. He identified that the number of telephone conversations and
telephone holding time fit into Poisson distribution and exponentially distributed. This was
thebeginning of the sé‘t]'gy of gueuing theory~Eight years-ater, he published a report addressing
the delays in automatig"dialing eguipment At the end of World War 11, his early work extended

to more problems that are general and to business applications of waiting lines.

The study of waiting lines, called queuing theory, is one of the oldest and most widely used
quantitative analysis techniques. Subsequently, researchers, and industry experts have taken the
facts incorporated in the theory and expanded the outcomes for different fields with the view to

enhance service quality.

2.4 Conceptual Framework

A queuing system can simply described as customers arriving for service, waiting for service, if
service not provided immediately and then leave the system after they served. The term
“customer” used to denote a unit comes to obtain the service and this unit does not necessarily be

a human. Some instances this unit may not be human and could be any item.

11



CHAPTER 03
METHODOLOGY
3.1 Introduction

The principal actors in a queuing theory are the customers and the servers. Customers will be
generating from the environment. On arrival from at a service facility; they can start service
immediately or wait in a queue if the facility is busy. When a facility completes a service, it
automatically pulls a waiting customer, if another from the queue. If the queue is empty, the

facility becomes idle until a new customer arrives.

From the standpoint of analyzing queues, the arrival of customers denoted by the inter-arrival
time between successive customers, and the service described by the service time per customer.
Generally, the interarrival and service time can be probabilistic, as in the case of bank counter

and it is deterministic, as in the arrival of applicants for job interviews.

Queue size plays a vital innthecanalysis) of \querasyiand itymay have @ finite size, as in the
buffer area between twe & uccassive iachines,
Queue discipline n a queue, as an

important factor in the analysis of queuing models.

3.2 Key terms in the study

Bank : An organization, which accepts money and pay money on behalf of their customers and

providing other services based on money
Commercial service system: Providing commercial service to the general public
Constant service time: Every customer has the same service time

Customers: A generic terms that refers to whichever kind of entity is coming to the queuing

system to receive service

Interarrival time: The elapsed time between consecutive to a queuing system

12



Finite queue: A queue that can hold only limited number of customers

Lack of memory property: When referring to arrivals, this property is that the time of the next

arrival is completely uninfluenced by when the last arrival occurred
Number of customers in the queue: Number of customers who are waiting to receive the service

Number of customers in the system: The total number of customers in the queuing system, either

waiting for the service to begin or currently served

Queue capacity: The maximum number of customers that can accommodate in the queue.

Queue discipline: The rule for determining the order in which members of the queue select to

begin service.
Queuing system: Customers gathered in a line to receive a service.
Server: Entity/Individual who provides the service to customers in the queue.

Service time: Tir a}gf‘,,!i he'server to'c My lete\a f-:i!aﬂ!ﬂ fransaction
=)

13



3.3 Queue discipline

This means that how customers should selected from the waiting lines. This can be done on one

of the four types given below.

i.  Firstin first out (FIFO) or First come first served (FCFS) basis
That is the customer who has been queuing the longest time is served first. This is the

most common and fairest queue discipline everywhere occurs.

ii.  Lastin first out (LIFO) basis

That is the customer who come last or the item that was stocked last is taken first.

iii.  Service in random order (SIRO) basis
For example, in telephone exchangers, the operator has no means of telling how long any

caller has been trying to make the call and callers are selected at random.

|V SeI’VICG |r nrinvifvs Avdar (DD hAacie
For example, i telegraphs Idystem Nrgent imessages] drelisent ore the ordinary
&

messages %p

bl

The queuing beh
3.4Behavior of arrivals

The arrival pattern of the customers to a bank could be determined by the inter-arrival times of

successive customer’s arrivals.
The following characters are also among the characteristics of interest in the arrival pattern:

i.  Whether the customers arrive in singly or in batches,
ii.  Whether an arriving customer, for some reason decides not to join the queue.

That is, whether the balking occurs in the arrival pattern.

iii.  Whether a customer already in the system decides to leave the system without obtaining

the service. That is whether the reneging occurs in the arrival pattern.

14



iv. In the case of multiple queues in parallel it may be possible for a customer to change
from the queue he/she first joined to another one if he/she thinks that this would improve
his/her change of being through the system earlier.

This is known as jockeying.

Unless stated to the contrary it assumed that customers arrive singly and no balking, no reneging,

and no jockeying occur in the arrival pattern.

Most queuing models assume that an arriving customer is a patient customer. Patient customers
are people or machines that wait in the queue until they are served and do not switch between
lines. Unfortunately, life is complicated by the fact that people have been known to balk or to
renege. Customers who balkrefuses to join the waiting line because it is too long to suit their
needs or interests. Reneging customers are those who enter the queue but then become impatient
and leave without completing their transaction. Actually, both of these situations just serve to

highlight the need for queuing theory and waiting-line analysis.

3.5 Inter-arrival tiyi€™
\ s/

The time between consetutive arrivalsss referred 1o igh variability in
the arrival times 1s common for the queuing system. Therefore it 1s usually impossible to predict
just how long until the next customer will arrive. However, after gathering a lot more data, it

does possible to do estimate the followings.

1. Estimate the expected number of arrivals per unit time. This quantity is normally referred

as to the mean arrival rate.
2. Estimate the form of the probability distribution of inter-arrival time.
The mean of this distribution actually comes directly, since
A = Mean arrival rate for customers coming to the queuing system
The mean of the probability distribution of inter-arrival time is

Expected arrival time = 1/ A
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3.6The exponential distribution for inter-arrival times

In most queuing situations, the arrival customers occur in a very random fashion. Randomness
means that the occurrence of an event (arrival of a customer or complete of a service) is not

influenced by the length of time that has elapsed since the occurrence of the last event.

Inter arrival and service times are described quantitatively in queuing models by the exponential

distribution defined as follows.

f(t):,ue_”t, t>0

.
For the exponential distribution  E(t)= pit <T}=[pe ™dt
0

1
H  and

3.7 Characteristics of a waiting line in a bank

At the bank counters, waiting time is affected by the desian of the waiting line system in that

bank. A waiting Sys vaiting.lipes), has defined; by the following gle S
. . 3 o= . gy 8 ) ' . - b3 . H 1
1. Arrivals or inputsfoihie system. These have characteristics such as popl size, behavior,

and a statistical ¢

2. Queue discipline, or the waiting line itself. Characteristics of the queue include whether it is

limited or unlimited in length and the discipline of people or items in it.

3. Theservice facility at the bank. Its characteristics include its design and the statistical

distribution of service times

3.8Elements of waiting lines

At any time there is more customer demand for a service then a waiting line occurs. Customers
can be either humans or inanimate objects. Examples of objects that must wait in lines include a
machine waiting for repair, a customer order waiting to be processed, subassemblies in a
manufacturing plant (that is working process inventory), and electronic messages on the internet,

and ships or railcars waiting for unloading.
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3.9Arrival Characteristics

The input source that generates arrivals or customers for a service system has three major
characteristics.

1. Size of the arrival population.

2. Behavior of arrivals.

3. Pattern of arrivals (statistical distribution).

Size of the arrival (Source) population

Population sizes are considered either unlimited (essentially infinite) or limited (finite). When
the number of customers or arrivals on hand at any given moment is just a small portion of all
potential arrivals, the arrival population is considered unlimited, or infinite. Most queuing
models assume such an infinite arrival population. An example of a limited, or finite, population
is found in a copying shop that has, say, eight copying machines. Each of the copiers is a

potential “customer” that may break down and require service

' ef; g

v

Input  |served Custome Queue Service | !
source > > :

____________________________________

Pattern of Arrivals at the System

Customers arrive at a service facility either according to some known schedule (for example, one
patient every 15 minutes or one student every half-hour) or else they arrive randomly. Arrivals
are considered random when they are independent of one another and their occurrence cannot be
predicted exactly. Frequently in queuing problems, the number of arrivals per unit time can
estimate by a probability distribution known as the Poisson distribution. For any given arrival

time a discrete Poisson distribution can be established by using the formula

17



_€ _
p(x) = for x=01234,

Where P(x) = probability of x arrivals
X = number of arrivals per unit of time
A = average arrival rate

e = 2.7183 (which is the base of the natural logarithms) with the help of the table which gives the

value of " for use in the Poisson distribution these values are easy to compute.

Following graphs illustrates the Poisson distribution for A = 2 and A = 4. This means that if the
average arrival rate is A = 2 customers per hour, the probability of 0 customers arriving in any
random hour is about 13%, probability of 1 customer is about 27%, 2 customers about 27%, 3
customers about 18%, 4 customers about 9%, and so on. The chances that 9 or more will arrive
are virtually zero. Arrivals, of course, are not always Poisson distributed (they may follow some
other distribution). Patterns, therefore, should examine to make certain that they are well
approximated by Poisson before that distribution is applied.
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Figure: 3.1: Probability distribution Poisson with A =2

18



25

20

H

15 1

20 20
15
10
10
8
7
5
3
0.4 0.2
O S T T T T T T T T
0 1 2 3 4 5 6 7 8 9

y Ot T o oal >

diRtjibutiol PeISBACWARGEC L Dis
3.10 Labels of queuin_g models

To identify which probability distribution to use for service times and for interarrival times, a

queuing model has labeled is follows.

Distribution of service time

------------ / / | =-------------- <«Number of servers
Dismf interarrival times

The symbols used for the possible distributions (for the service times or interarrival times) are
M = Exponential distribution (Markovian)

D = Degenerate distribution (Constant times)
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The M/M/1 is the single server model that assumes both interarrival times and service times have
an exponential distribution. The M/M/2 model is the correspondence model with two servers.
Letting “s” be the symbol that represents the number of servers, M/M/s is the correspondent
model that permits any number of servers. Similarly, the M/D/s model hasexponential

interarrival times, constant service times, and any desired number of servers.

Interarrival times also can have a degenerate distribution instead of an exponential distribution.
The D/M/s model has constant interarrival times, exponential service times, and any desired

number of servers.
3.11 Service

For a basic queuing system, one of the servers serves each customer individually. A system with
one server is called as single server system and a system has servers more than one is called as
multiple servers system. When a customer enters service, the elapsed time from the beginning to
the end of the service is referred to as the service time. Service times generally vary from one
customer to other. However basit gualing maodelscassumes:that the service. time has a particular

e
probability distri !té(%ﬂ»fin( endentiofWhich Saiver isreviding thelsenn

The symbol used for the mean of the service time distribution 1s —
u

4 = Expected number of service completed per unit time for a single continuously busy server

3.12 Service time distributions

The most popular choice for the probability distribution of service time is the exponential
distribution, which has the same as above for the interarrival times. The main reason for this
choice is that this distribution is much easier to analyze than any other distributions. Although
this distribution provides an excellent for interarrival times for most situations, this is much less
true for service times. Depending on the nature of the queuing system, the exponential

distribution can provide a somehow similar distribution to the arrivals.
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3.13 Service pattern

The service pattern could obtain by watching the system as to how the bank is providing the
counter service to its customers. The service time is the time taken by a server to serve one
customer. Also of interest is whether one server or more than one server attends a customer
completely. Unless stated to the contrary it is assumed that a customer attended completely by

one server. That is servers are not connected in series.

3.14 Capacity of the system

The system capacity is the maximum number of customers allowed in the queue/s as well as in
service. It could be finite or infinite. If a customer arrives when the system is full, he/she is not
allowed to enter the system or to wait the outside the system, but it is forced to leave without

service.

The variability in arrival and service patterns causes waiting lines form when several customers

request service a y t orarily overloads
the service syste atnd% e, develops.“Wajting ling models that performance of
service systems usGgty Ak customers ison probability
distribution and ice dison probability

distribution specifies the probability that a certain number of customers will arrive in a given
time period (such as per hour). The exponential distribution describes the service times as the
probability that a particular service time will be less than or equal to a given amount of time.

3.15 The number of waiting lines

Waiting line system can have single or multiple lines. Banks often have single lines for
customers. Customers wait in line until a teller is free and then proceed to the teller’s position.
Other examples of single line systems include airline counters, rental car counters, restaurants,

and amusement park attractions and call centers.

The advantage of using single line when multiple servers are available is the customer’s
perception of fairness in terms of equitable waits. That is the customer is not penalized by
picking the line but is served in a true first come first served fashion. The single line approach
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eliminates jockeying behavior. Finally, a single line, multiple systems has better performance in

terms of waiting times than the same system with the line for each server.

The multiple-line configuration is appropriate when specialized servers are used for when space
considerations make a single line inconvenient. For example in a grocery store, some registers
are expressed lanes for customers with a small number of items. Using express lines reduce the

waiting time for customers making smaller purchases.
3.16 Waiting line performance measures

Performance measures used to gain useful information about waiting line systems. These

measures include.

1. The average number of customers waiting in line and the system.

The number of customers waiting in a line can interpreted in several ways. Short waiting
lines can result from relatively constant customer arrivals (no maior surges in demand) or
by the o iza! NAVIY, EXERSS CAPACTEY - fmaty-Cashiens -open) the other hand,
long waiting %< iesult-dnene pohe servige efficienay, tinade system capacity,

and/or significgit surdestindernand.

2. The average time customers spend for waiting, and the average time a customer

spend in the system.

A customer often waits long waiting line to poor quality service. When long waiting
times occur, one option may be to change demand pattern. That is, the company
discounts or better service at less busy times of the day or week. For example, a
restaurant offers early bird diners a discount so that demand is more level. The discount

moves some demand from prime-time dining hours to the less desired dining hours.

If customers spend too much time in the system, might perceive the competency of the service
provider as poor. For example, the amount of time customers spent in the line and in the system
at a retail checkout counter can be a result of a new employee not yet proficient at handling the

transactions.
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3. The system utilization rate

Measuring capacity utilization shows the percentage of time the servers are busy.
Management’s goal is to have enough servers to assure that waiting is within allowable

limits but not too many servers as to cost inefficient.

Changing operational characteristics

After calculating the operating characteristics for a waiting line system, sometimes you need to
change the system to alter its performance. You can make changes to the different elements of

the waiting line system are as follows.

» Arrival rates

You can try to change arrival rates in a number of ways. For example, you can provide

discounts or run ial ti luring ti ki to attract tomers.

» Number ¢ ‘;;tgﬁ’gu arvice facilities

You can eithei=increase or decréasel.the. nu For example, a
grocery store carn easily chaige the nuimioer of cashier opei Tor busiiness (up to the number of

registers available). The grocery increase the number of cashiers open when lines are too long.

Another approach is to dedicate specific servers for specific transactions. One example
would be to limit the number of items that can process at a particular cashier (ten items or less)
or to limit a cashier to cash-only transactions. Still another possible is to install self-service
checkout systems.

» Changing the number of phases

You can use the multi-phase system where servers specialize in a portion of the total
service rather than needing to know the entire service provided. Since a server has fever tasks to
learn, the individual server proficiency should improve .This goes back to the concept of division

of labor.
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3.17An Elementary Queuing Process

As already suggested, queuing theory has been applied to many different types of waiting-line
situations. However, the most prevalent type of situation is the following. A single waiting line
form in the front of a single service facility, within which are stationed one or more servers. One
of the servers services each customer generated by an input source, perhaps after some waiting in

the queue.

3.18Steady-state condition

After sufficient time has elapsed, the state of the queuing system becomes essentially
independent of the initial state and the elapsed time. Then the system is said to be in steady state
condition.

Notations for the steady state condition

P,= probability of exactly n customers in the queuing system.

LS = expected number of customers in aueuing svstem

[o'e

P )
n= =
L, = expected queue ferg lidés customers'serve
L =L -2
U

Ws = waiting time in system (includes service time) for each individual customer.

_Ls/
Ws' A

Wq = waiting time in queue (excludes service time) for each individual customer.

L
_q/
Wg= /A

A
Po = Probability of zero units in the system (Idle time) =1 - —
1)

Pn>k = Probability of having more than k units in the system, where n is the number of units in

k+1
the system = (iJ
MU

The relationships betweenL , W, L, and W,
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Ls :/lWS
This equation sometimes referred to as Little’s formula.

L, =AW

q q

Now assume that the mean service time is a constant, 1/« .Itthen follows that W = W + }ﬁ

3.19 Queuing Models formulation
Model 1: (M/M/1)

This is the simplest queuing system to analyze. The system consists of only one server. The
arrivals follow poison distribution with a mean arrival rate of A and the service time has

exponential distribution with the average service rate of 4 .
p.=p(N=n), (n=0,1,2,..)is the probability distribution of the queue length.

Utilization factor (Thesraction of tirae that sgnvers are, busy),witl be
()

_mean arrival rate

P~ mean service rate = |1

Derivation of the steady state equations

The probability that there will be n units (n>0) in the system at time (t +At) may be expressed as

the sum of three independent compound probabilities by using the fundamental properties of

probability, poison arrivals and exponential service times.

The following are the three cases.

Time t No. of units Arrival No. of units ServiceNo.of units Time(t+dt) (No. of
units)

n 0 0 n

n-1 1 0 n

n+1 0 1 n
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By adding above three independent compound probabilities, we obtain the probability of n units

in the system at time (t + At)
p, (t+4t)= p, (tNL- (A + 1)At)+ p, , (t)urdt

po(t+at)-p.(t)
At

=P, (00 +1)+ PO+ ()

p, (t+At)-p, ()
At

In the steady state =0

pM(t),u =P, (t)(l +,U)— pn,l(t)l
puall)= 0] £ - s

Or p,.,(t)=p, @0 +1) p,..(th

In the steady state prgg;abilities for-gtieutny systerts-are

p(t)=t—liﬂ—>oo P(n) ) n=0,1,2,.....)

Consider empty system

Time t No. of units Arrival No. of units Service Time(t+dt)
0 0 - 0
1 0 1 0

Do (t+ At) = py ()L (2)At)+ p, (t)uAtdt

p,(t+at)-p,(t)

At

=—p,OR)+ p,

p,(t+at)-p,(t)

At

In the steady state =0
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Under steady state we have 0=A p,—u p, for M/M/1 model, we define the utilization factor as

0= 4 where pis the expected number of arrival per mean service time. If p <1, then steady
U

state probabilities exist and are given by p =p"(1-p)

Measures of this model are as follows.

Expected (average) number of the customers in the system

L= P

1-p
Expected (average) queue length
2

., A _p
Lq_Ls “ 1_p

Expected waiting time in the queue

_ P
Wo=""5

L. e
Expected waiting tirie il the system

1
WSZWq+_:_
TR

3.20M/M/Z/x Model

This model comprise with the condition in which there are several service stations in parallel and
each customers in the waiting queue can be served by more than one server. Consider an M/M/z
queue with arrival rate A, service rate p, and z number of servers.

The traffic intensity will be,

p A

pZ:;:Z

The steady distribution of queuing system is studies as following,

p,=p(N=n) (n=0123...) Is the probability distribution of the queue length N, as the system is

in steady state, when the number of system servers is z, then we have k=X, (n=0, 1, 2...)
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If there are n customers in the queuing system at any given time, then the following two cases
may arise.
e If n< Z (number of customers in the system is less than the number of servers), then there

will be no queue. However, (Z-n) number of servers will not be busy. The combined

service rate will be Hp=Np: n<z

e Ifn>Z, (number of customers in the system is more than or equal to the number of
servers) then all servers will be busy and the maximum number of customers in the queue

will be (n-Z). The combined service rate will be ¢, =ng:n>z

The steady state difference equations are

P, = (t+At)= p, (t\1-21At)+ p, (At +0(At) for n=0

p,(t+At)=p, (EN1- (L +npAt)+p,  (ERAt+p_ (N0 +LuAt+0(At) n=1,23,...2-1
p,(t+At)=p, ()1 (h+zAt)+ p, ,(ERAt+ p, (t)zpat +0(At)  for n=z,z+1,2+2...

Now dividing these eggiations by, Atand taking lmiasiAl —> Othe differénee equations are

D, (t)= -2 p,(t)+ 1 pioIor n=0

p,(t)=—(+nu) pn(ﬁt.)%:}w p. )+ (+Ip,., () Forn=1,2,3,s-1

p,t)=-(t+zu)p (t)+2p, ,(t)+zup,,,(t) For n=z, z+1,z+2.....

Considering the case of steady state, whent — oo, p_(t)— p, and hence p_ (t)—0 for all n,

above equation becomes

0=-Ap,+up,forn=0 @
O0=-(r+nu)p +ip, ,+(n+lup,, forl<n<z-1 )
0=—(A+zn)p,+rp, ,+zup, forn>z (3)

Hence,

From (1) 0=-Ap,+up,

2 22
From (2) P2=5, pl:zliﬂz Po
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A 23
From (2) pgza pzz?ﬂ?’ Po

In general pn=lp A

- p, for1<n<z-1

_n!p”

A 1(AY
From (3) pz:a pz—lz_[J Po

z!

_L _i 7\, z+1
P ™= 7T P.= zx2! Po

o~ _Lmz”p
742 22u z+1 ZZXZ! m 0

In general R &
g pn_zn—z XZI m

%)

Y.

Performance measure of above modei is as foliows

Zf p,+ i p, =1 This gives the steady state distribution of arrivals (n) as
n=0 n=z

ipnflz;t—n p, forl<n<z-1
nu n'u
pn: n
wli)
pn =— —| p, for nx>z
2" xaA\
1

Py = o @ forzu>2
11 (A 1( 4 Zu
D e B e e
n=on!\ u N\ u) zu—4
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Length of the queue |, = pzL where p, =-~"~—~——

@-pf
A
Length of the system | (= +—
U
Waiting time in the queue W, = L%

Waiting time in the system W, = %

Ps

1-p)

Probability of getting queue Pro(W > 0) =

where as p, =

3.21 The number of servers

System service capacg%is thelfunctionsef the humberafiservice facilities.and server proficiency.
It assumes that a ser&e{ior chankel'can'serve! ope-custorner-at-a tme/ 'Waiting line systems are

either single server (sTrgTe channel)'or Multi-sefver:

Single server examples include small retail stores with a single checkout counter, atheater with a
single person selling tickets and controlling admission in to the show. Multi server systems have

parallel service providers offering the same service.

Single -server, single-phase

Single —Server, multiphase
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Multi — server, single line Single phase

Multi server, multi-line Single-phase

000 =

Multi server multiphase

N ol —
7\
000 B 000 =

.
./ N

31



Single line and multiple channels (Three service counters) customer queue at a bank

Serviced Counter
customers
No.1
Arriving Counter
Customers [Customer Queue > No. 2
Counter
No. 3
3.22 Some insights ‘tf U signing queding systent in a bank
fy‘;{
When designing §§i?;_i’_:j.l5 VeV Glueding 1systam, L ligher utilization

factor tO a Server vviil 1cau ouli lJI Idlllyly PUUI 1HiIcaouil o Vi PUI vinnarive 1vil uic oydtem.

Managers normally strive for a higher utilization factor for their employees. This is an important
part of running an efficient business. A utilization factor of 0.9 or higher would be considered
desirable. However all this should change when the employee is the server in a single- server

queuing system that has considerable variability in interarrival times and service times.
3.23Chapter summary

This chapter has provided the attention of methodology in which we have perform the study. At
the commencement, methodology has highlighted. Definitions of key term that have used in the
study have then discussed. Queue discipline and role of exponential distribution with regard to
the study have discussed thereafter. Labels for queuing method, service behavior have dealt with
subsequently. Queuing models have formulated and performances have measured in different set

up and have determined which method is the best to apply for the bank.
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4.1 Introduction

CHAPTER 04

ANALYSIS

Analysis means with the use of collected date put in to the above-discussed queuing models and

ensure the queue performances.

4.2 Analysis of collected data

As a preliminary analysis, the following are the figures extracted from Bingiriya branch for a

period of one week. In order to demonstrate the important terms of the queuing model; we

calculate Ls, Lq, Ws and Wqrespectively and compared to know which one in more efficient, we

will analysis it from a technical point as following.

Monday

Server 1 Server 2 Server 3
Time Arriv@’é_' Sefyigce Avrival rateo| Service rate: | Arrival rate | Service rate

rate(R&FE=/ | rate(per

hour)== hour) (per-houry. | (per hour) | (per hour) | (per hour)
8.30-09.30 |17 8 15 13 22 21
09.30-10.30 |22 9 22 20 26 25
10.30-11.30 |23 17 26 24 26 25
11.30-12.30 |22 13 22 21 34 33
12.30-01.30 |19 10 17 17 23 22
01.30-02.30 |11 6 12 12 17 16
02.30-03.30 |10 5 12 12 18 17

Table 4.1:Bingiriya branch figures on a first day of a week
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Tuesday

Server 1 Server 2 Server 3
Time Arrival Service Arrival rate | Service rate | Arrival rate | Service rate

rate(per rate(per

hour) hour) (per hour) | (per hour) | (per hour) | (per hour)
8.30-09.30 17 12 23 21 28 25
09.30-10.30 | 27 20 35 32 27 34
10.30-11.30 |31 27 36 32 42 39
11.30-12.30 | 38 24 29 27 34 29
12.30-01.30 | 36 35 31 28 36 33
01.30-02.30 |21 18 25 18 24 20
02.30-03.30 |18 16 20 17 22 20
Table 4.2:Bingiriya beanch figuras oaassecond daynfa week

e Wednesgay

Server 1 Server 2 Server 3
Time Arrival Service Arrival rate | Service rate | Arrival rate | Service rate

rate(per rate(per

hour) hour) (per hour) | (per hour) | (per hour) | (per hour)
8.30-09.30 |12 11 12 11 24 22
09.30-10.30 |19 17 24 23 20 18
10.30-11.30 | 27 25 25 19 35 33
11.30-12.30 | 17 14 26 19 32 30
12.30-01.30 | 14 13 14 10 14 13
01.30-02.30 |8 7 7 6 7 5
02.30-03.30 |6 5 10 7 5 3

Table 4.3:Bingiriya branch figures on a third day of a week

34




Thursday

Server 1 Server 2 Server 3
Time Arrival Service Arrival rate | Service rate | Arrival rate | Service rate

rate(per rate(per

hour) hour) (per hour) | (per hour) | (per hour) | (per hour)
8.30-09.30 13 12 23 19 20 18
09.30-10.30 |19 18 20 18 29 27
10.30-11.30 | 27 25 27 24 43 39
11.30-12.30 | 19 17 39 34 40 35
12.30-01.30 | 24 22 25 18 32 22
01.30-02.30 |11 10 11 9 20 16
02.30-03.30 |18 15 20 18 24 22
Table 4.4:Bingiriya beanch figuras-onsfeurthitay of amesk

- Friday

Server 1 Server 2 Server 3
Time Arrival Service Arrival rate | Service rate | Arrival rate | Service rate

rate(per rate(per

hour) hour) (per hour) | (per hour) | (per hour) | (per hour)
8.30-09.30 |13 13 22 18 18 13
09.30-10.30 |20 19 17 16 28 25
10.30-11.30 | 23 22 32 23 28 24
11.30-12.30 | 20 19 29 22 23 19
12.30-01.30 |11 11 20 17 22 21
01.30-02.30 |10 9 15 7 13 11
02.30-03.30 |8 7 12 6 10 7

Table 4.5:Bingiriya branch figures on a fifth day of a week
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Above figures have summarized as follows.

Server 1 Server 2 Server 3
Arrival | Service | Arrival | Service | Arrival | Service
rate rate rate rate rate rate
Day 1 Total arrival & service | 124 68 126 119 166 159
rate (per hour)
Average arrival 17.71 9.71 18 17 23.71 22.71
& service rate (per
hour)
Day 2 Total arrival & service | 188 152 199 175 213 190
rate (per hour)
Average arrival 26.86 21.71 28.43 25 30.43 27.14
& service rate (per
hour)
Day 3 Total arrival & service | 103 92 118 95 137 124
rate (per hour)
Average agrival 14.71 13.14 16.86 13.57 19.57 17.71
& service fate (per
hour)
Day4 Total arrival & service | 131 119 165 140 208 179
rate (per hour)
Average arrival 18.71 17 23.57 20 29.71 25.57
& service rate (per
hour)
Day 5 Total arrival & service | 105 100 147 109 142 120
rate (per hour)
Average arrival 15 14.29 21 15.57 20.29 17.14
& service rate (per
hour)
Total Total arrival & service | 651 531 755 638 866 772
rate
Average 18.6 15.17 | 21.57 18.22 24.74 22.05

Table 4.6: Summarized figures of Table 4.1 to 4.5 at Bingiriya branch
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Customers arrival rate for server 1(A1) = 18.6/ hour

Customers arrival rate for server 2 (A2) = 21.57/hour

Customers arrival rate for server 3 (A3) = 24.74/hour

Average Customers arrival rate for the servers (1) = 21.63/hour
Service Rate for Server 1(ul) = 15.17/hour

Service Rate for Server 2(u2) = 18.22/hour

Service Rate for Server 3(u3) = 22.05/hour

Average Service Rate for the Servers (p) = 18.48/hour

Similar calculations were carried out for other two branches and found the following information

| City Office | Kuliyapitiya | Bingiriya

Average Custom | 1 21
arrival rate (\) i, | ikl iELEvyed <11H
Average Service Rt ) J 4071 1 B0 : 18
Table 4.7: Final figuresef three branchies
City office calculations are as follows

A i Ls(customers) | Lq(customers) | Ws(hours) W(q(hours)
One line & two | 50 40 2.051 0.801 0.0410 (2.46 | 0.016 (0.96
counters minutes) minutes)
Two lines & 25 40 1.666 1.041 0.066 (3.96 | 0.041 (2.46
two counters minutes) minutes)

Table 4.8: Calculation of queue performance at City office

Kuliyapitiya calculations are as follows

A u Ls(customers) | Lq(customers) | Ws(hours) Wq(hours)
One line & two | 40 30 2.4 1.066 0.06 (3.6 0.026 (1.56
counters minutes) minutes)
Two lines & 20 30 2.0 1.333 0.1(6.0 0.066 (3.96
two counters minutes) minutes)

Table 4.9: Calculations of queue performance at Kuliyapitiya branch
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Bingiriya calculations are as follows

A u Ls(customers) | Lq(customers) | Ws(hours) W(q(hours)
One line & two | 21 18 1.768 0.601 0.084(5.04 | 0.028 (1.68
counters minutes) minutes)
Two lines & 10.5 18 1.4 0.816 0.133(7.98 | 0.077 (4.62
two counters minutes) minutes)

Table 4.10: Calculations of queue performance at Bingiriya branch

In the case of one line and two counters and two lines and two counters, Lq, W and Wq are
smaller in one line and two counters. In the real world, we have seen there are several lines and
several service stations are available at the banks. Each service station has a separate queue. If
each service station has a queue according their schedule, then the arrival customers join in each

queue as they wish.
Accordingly, the probability of joining to a queue will be 1/ number of available queues.

For example if there are two queues, the system can be considered as two isolated M/M/1
system, and then the arrival rate of each service station will be A/2_If there is a line, the system
will be M/M/2.Wheh§ﬁ;§:re are-n lines, it:shauld. have f number of service stations. Each service
station has a queue baged on their-schedule, and, each arrival customer joins in each queue at the

probability at 1/n. The mean arrival rate is A/n and means service rate is L.
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4.3 Rush hours at the bank

We observed that rush hours of Bingiriya branch will be from 9.30 a.m. to 1.30 p.m. We have
extracted figures at rush time and considered the calculation for the above same method.

Monday

Server 1 Server 2 Server 3
Time Arrival Service Arrival rate | Service rate | Arrival rate | Service rate

rate(per rate(per

hour) hour) (per hour) | (per hour) | (per hour) | (per hour)
09.30-10.30 | 22 9 22 20 26 25
10.30-11.30 | 23 17 26 24 26 25
11.30-12.30 | 22 13 22 21 34 33
12.30-01.30 |19 10 17 17 23 22

Table 4.11:Bingiriya branch figures at rush time on the first day of a week

f:% Tuesday

Servef 1 Server-2 Server 3
Time Arrival Service Arrival rate | Service rate | Arrival rate | Service rate

rate(per | rate(per

hour) hour) (per hour) | (per hour) | (per hour) | (per hour)
09.30-10.30 | 27 20 35 32 27 34
10.30-11.30 |31 27 36 32 42 39
11.30-12.30 | 38 24 29 27 34 29
12.30-01.30 | 36 35 31 28 36 33

Table 4.12:Bingiriya branch figures at rush time on the second day of a week

39




Wednesday

Server 1 Server 2 Server 3
Time Arrival Service Arrival rate | Service rate | Arrival rate | Service rate

rate(per rate(per

hour) hour) (per hour) | (per hour) | (per hour) | (per hour)
09.30-10.30 | 19 17 24 23 20 18
10.30-11.30 | 27 25 25 19 35 33
11.30-12.30 | 17 14 26 19 32 30
12.30-01.30 | 14 13 14 10 14 13

Table 4.13:Bingiriya branch figures at rush time on the third day of a week

Thursday

Server 1 Server 2 Server 3
Time Arrivalg Service Adrivallratel | Service rate. {1 Akrival rate | Service rate

rate(9€F3 | | rateiper

hour) ' : how) (per hour) (per hour) (per hour) | (per hour)
09.30-10.30 |19 18 20 18 29 27
10.30-11.30 | 27 25 27 24 43 39
11.30-12.30 | 19 17 39 34 40 35
12.30-01.30 | 24 22 25 18 32 22

Table 4.14:Bingiriya branch figures at rush time on the fourth day of a week
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Friday

Server 1 Server 2 Server 3
Time Arrival Service Arrival rate | Service rate | Arrival rate | Service rate

rate(per rate(per

hour) hour) (per hour) | (per hour) | (per hour) | (per hour)
09.30-10.30 |20 19 17 16 28 25
10.30-11.30 |23 22 32 23 28 24
11.30-12.30 | 20 19 29 22 23 19
12.30-01.30 |11 11 20 17 22 21
Table 4.15:Bingiriya branch figures at rush time on the fifth day of a week
After summarizing above figures we have arrived to the following information.
Average Customers 23
arrival rate (A)
Average Service Ralg ) 20
Table 4.16:Bingiriyaranch surmarize figures atrushitime

) u Ls(customers) | Lq(customers) | Ws(hours) W(q(hours)

One line & two | 23 20 1.718 0.568 0.074 (4.44 | 0.024 (1.44
counters minutes) minutes)
Two lines & 11.5 20 1.352 0.777 0.117 (7.02 | 0.067 (4.02
two counters minutes) minutes)

Table 4.17: Calculation of queue performance at Bingiriya branch at rush time

Conclusion

Even at the rush time also “one line and two counters is effective than two lines and two

counters”.
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Figure 4.1: Total arrivals of Mondays at Bingiriya branch - hourly wise

Arrivals have gradually increased from 8.30 to 12.30 and decreased thereafter.
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Figure 4.2: Total arrivals of Tuesdays at Bingiriya branch - hourly wise

On Tuesdays arrivals have increased from 8.30 to 11.30, decreased in 11.30 to 12.30, increased
in 12.30 to 1.30 and decreased thereafter. Tuesday is the highest arrival recorded day. The reason
for this is during the week end customers will collect maximum number of cheques from their
customers and deposit on Monday with the bank. Those cheques will be realizing on Tuesday.

Therefore customers will gather to withdraw money on Tuesdays than other days in the week.
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Figure 4.3: Total arrivals of Wednesdays at Bingiriya branch - hourly wise

On Wednesdays also arrivals have increased from 8.30 to 11.30 and decreased thereafter.
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Figure 4.4: Total arrivals of Thursdays at Bingiriya branch - hourly wise

On Thursdays arrivals have increased from 8.30 to 11.30 and decreased up to 2.30 and increased
in the last hour

43



90
80
70
60

50 -

40 -

30 -

20 -

10 -

0 - T T T T T T
Q Q \] O O Q

Figure 4.5: Total arrivals of Fridays at Bingiriya branch - hourly wise
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Figure 4.6: Total arrivals of the Bingiriya branch—During the week

During the week arrivals have increased from Monday to Tuesday decreased on Wednesday
increased on Thursday and decreased again on Friday.
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4.4 Chi-squared test for goodness of fit

Arrivals during the day

Ho: Number of arrivals is independent of the day.

Alternative Hypothesis

Ht:Number of arrivals is not independent of the day.

Under Ho, the expected frequencies are E;

Monday Tuesday Wednesday | Thursday | Friday Total
Total 416 600 358 504 394 2272
arrivals(Oj
Mean 454 .4 454.4 454.4 454 .4 454 .4
arrivals (Ej
(0,-E,) 3.245 46.653 20.451 5.414 8.028 83.792
E

Table 4.18: Calculati%ﬁ%of Chi~stiuared-test for goodness'or Bingtriya dranth

The observed value ofjhe testvstatistic Z

72 (5%) = 5.991%2

Since 83.792 >5.991, reject Ho at 5% level and conclude that the number of arrivals is not

independent of the day of theweek.
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Arrivals during the rush time

Ho: Number of arrived customers is independent of the day.

Alternative Hypothesis
He:Number of arrived customers is not independent of the day.

Under Ho, the expected frequencies are E;.

Monday Tuesday Wednesday | Thursday Friday Total
Total
service time 279 402 267 344 273 1565
(Gi)
Mean
service time 313 313 313 313 313
(Ei)
(©-Ef
% 3.6937 25.306 6.760 3.070 5.111 43.942

Table 4.19: Calculatié"ﬁ'@jf Chissquared test for.goodness of Bingiklyg Rranch at rush time
w_Lib, g, acelf
The observed value of the test statlstch ———>-=43.942
i=1 i

72 (5%) = 5.991%2

Since 43.942 >5.991, reject Ho at 5% level and conclude that the number of arrivals is not
independent of the day of theweek.
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4.5 Optimal service station

Considering the queue length always there will be an accepted waiting time at the bank queues.
It is very clear that more the number of servers the bank manager could allocate then greater
efficiency will be there. However, there will be some sort of justification as to how many number
of servers introduced to ensure accepted efficiency at the bank. Bank manager should come to
know by enhancing or decreasing one server the change of queuing probability. So that we must

find out how many number of servers should be there.

The probability of having to wait for service

)
Pro (W>0) = . ad

)

A
Whereas s= number of servers, p = —

When C&lCUl&tE( Ly mC*; .'Hii",m (19) -.4‘\<)LI; e UL al 'iuiiri;’;bx QI Servers
\Fhs

Number of St= ! 5 5
servers

Probability of 48.06% 12.44% 2.70% 0.50%
queuing

Table 4.20: Calculations of queue probability at City office
It is proposed to have three counters.

When calculate Kuliyapitiya figures to ensure the optimal number of servers

Number of 2 3 4 5
servers

Probability of 53.33% 13.56% 2.91% 0.53%
queuing

Table 4.21: Calculations of queue probability at kuliyapitiya branch

It is proposed to have three counters
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When calculate Bingiriya figures to ensure the optimal number of servers

Number of 2 3 4 5
servers

Probability of 42.97% 11.31% 2.49% 0.46%
queuing

Table 4.22: Calculations of queue probability at Bingiriya branch
It is proposed to have three counters
4.6Why use this model

1. Common queuing system is having number of counters and having number of queues for

those counters. (Many lines)

2. We have proved that having one line is more effective than having many lines and
quantitative method for having number of counters through the queue probability.

3. When use this one line system definitely efficiency of the queue will upgrade and reduce

customer waiting time at the queuge.

s
4. When practic%—t_ﬁis suggested ‘quene probabHity method, the 'manager of the branch will
be able to op'e:hf €xact number-of-counters. “This effort will result the manager to obtain

optimum service from the other employees at the branch.

4.7 Chapter summary

In this chapter, we have discussed about analysis of collected data to determine the effectiveness
of having number of lines or having one line and number of servers. Further, we have discussed

how to decide to create number of counters.

The implementation of the model has decided in the chapter. Proved that having one line and

several counters are more effective for the queue management.
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CHAPTER 05
RESULTS CONCLUSION AND RECOMMENDATIONS

In this, study preliminary information gathered from the branches in Bank of Ceylon located in
three different towns. | have visited several bank branches and found that none of these branches
has taken scientific approach to determine number of servers as well as queue management

strategies.

Upon analyzing, the collected date we found that M/M/s model is more efficient than M/M/1
model.

Results were as follows.
At city office under the condition of M/M/1(Two lines and two counters)
Lq=1.041 customers Ws= 0.066 (3.96 minutes)  Wg=0.041 (2.46 minutes)

Under the condition of-h 2(Qne line and twoncounters)

T
Lq= 0.801 custon (3949 0.041cQ116 Wiinutdsr ScaVi= 001690196 Mt

It is easily find that Lq, Ws and Wy is lessor in the case one line and two counters than two lines
and two counters. That means efficiency is higher in the case one line and two counters than two
lines and two counters

Ls =0.801 customers <1.041 customers

W; =0.041 (2.46 minutes) <0.066 (3.96 minutes)

W, =0.016 (0.96 minutes) <0.041 2.46 minutes)

At Kuliyapitiya branch under the condition of M/M/1(Two lines and two counters)

Lq=1.333 customers WSs=0.1 (6.0 minutes) Wq= 0.066 (3.96 minutes)
Under the condition of M/M/2(One line and two counters)

Lq=1.066 customers WSs=0.06 (3.6 minutes) Wq= 0.026 (1.56 minutes)
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It is easily find that Lq, Ws and Wy is lesser in the case one line and two counters than two lines
and two counters. That means efficiency is higher in the case one line and two counters than two
lines and two counters

Ls =1.066 customers <1.333 customers

W;s =0.060 (3.6 minutes) <0.100 (6 minutes)

Wq =0.026 (1.56 minutes) <0.066 (3.96 minutes)

At Bingiriya branch under the condition of M/M/1(Two lines and two counters)

L4=0.816 customers WS;=0.133 (7.98 minutes) Wq=0.077 (4.62 minutes)
Under the condition of M/M/2(One line and two counters)

L4=0.601 customers Ws=0.084 (5.04 minutes) Wg=0.028 (1.68 minutes)

It is easily find that #&740s and \Wq.is lesser-in. the case opg line and.:two rs than two lines
and two counters. Thatimeans efficiency is higher int ounters than two

lines and two col

Ls =0.601 customers <0.816 customers
W; =0.084 (5.04 minutes) <0.133 (7.98 minutes)
Wy =0.028 (1.68 minutes) <0.077 (4.62 minutes)

It is noted and proved precisely that every occasion single line and two counters is very effective
than having two lines and two counters. Of course in the case of M/M/1 model the entire
efficiency of that queue will be depend on particular person who is in the counter. Counter
people’s mentality of having larger queue only in front of his/her counter will further make the
delay to the customers. However, in the case of M/M/z model the efficiency of all the counter
people will consolidate. Joint effort in combine manner will enhance aggressive working
environment. This combination will result of providing more speedy service to their customers.
Therefore it is proved that M/M/z is effective than M/M/1 model at the bank.
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Further we found that best way to determine number of servers. We are well aware that highest
number of servers of course reduces the customer waiting time to the maximum and lower
number servers will do the opposite. However, we cannot allocate all the counters opened since
bank has to run other functions as well. Therefore, the bank manager should determine in order

to guarantee the quality of service, how many service stations should be set up.
Findings of optimal service station will help in this regard.
The probability of having to wait for service

)

Pro (W>0) = m Po

Whereas s= number of servers, p = a2
Zu

When calculate City gffice figures to.ensure theoptimal number of servers

£
Number of servers . — i 3 ] 5
Probability of queuing 48.06% 12.44% 2.70% 0.50%

Table 5.1: Calculations of optimal number of servers at City office

When calculateKuliyapitiya figures to ensure the optimal number of servers

Number of servers 2 3 4 5

Probability of queuing 53.33% 13.56% 2.91% 0.53%

Table 5.2: Calculations of optimal number of servers at Kuliyapitiya

When calculateBingiriya figures to ensure the optimal number of servers

Number of servers 2 3 4 5

Probability of queuing 42.97% 11.31% 2.49% 0.46%

Table 5.3: Calculations of optimal number of servers at Bingiriya
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Based on the above figures the manager can decide whether to open how many counters. By

looking at the above figures it is reasonably to open three counters at those branches.

Based on the study it is proved that having one line and number of servers is more efficient than

having more lines.
Based on the above queue probability the manager will be able to adjust the servers at the bank.

The efficiency of the counter transaction of the bank can improve by adopting above strategies.
The queuing number, the service station number has investigated by means of queuing theory.
By the example, the results are effective and practical. The time of customer queuing is reduced,
the customer satisfaction is increased. It is proved that this optimal model of the queuing is

feasible.

Trying to put this knowledge of queuing theory to some use, we took a trip to a foreign bank in
Colombo to watch their lines and see if their system aligned toacceptable standard.We found that
the system is simple one to keep.track of particylarly because all of the customers waited in a
single queue instead gifgseveral separate .0nes; That made. it possible to identify how long each
customer had been wai;’i_ng inine. However,-the-number of servers on duty during the period of
our visit kept changiné, and to keep the model from becoming overcomplicated. There were 77
customers kept track of with a chosen value of 5 servers over the course of one hour of
observation. On average, a customer arrived every 46 seconds, or every 0.77 minutes. Thus, the
sample interarrival rate was 1.30 customers per minute. In addition, service completions took an
average of 146 seconds, or 2.44 minutes. This means that the sample service rate was 0.41
service completions per minute. The average waiting time in the queue was 43.6 seconds, or 0.73
minutes. The average total time a customer spent in the system was 3.17 minutes. Ideally, this
system could be modeled as M/M/5/FCFS/oo/o0 system
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5.1 Limitation and further recommendations

Although this study was carefully prepared in line with the queuing theory, we all know that
there are limitations and shortcomings. The main limitation is the human behavior. Of course,
with the findings of the study it is recommended to have one line instead of having number of
lines. However there are some customers who prefer to wait at the bank for longer period since
they need human responsiveness in the society. Mainly the senior citizen customers are preferred

to talk with others and wait in queues at the bank for a longer period.
Nevertheless, it is recommended to apply this model with some value addition features such as

1. lIssue Debit cards and arrange to divert the customers from the cash counters to the

automated teller machine at the bank.
2. Introduce internet-banking facility to the customers and make them aware to pay online.

3. Install cash deposit machine at the bank premises and make familiar to deposit cash and

ensure the acctifacy.
!
=)

4. Deploy an em_’@loyee at.the entrance to. inquire the exact requirement of the arrival

customer and to guide accordingly.
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