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Abstract 
 

This thesis addresses the issue of modeling the agent navigation in a benign environment 

by using reinforcement learning. With the use of reinforcement learning the learning agent 

is created who does not have any idea about the environment that the agent is placed 

initially. The agent will be exploring the environment and with the use of the rewards and 

penalties the agent perceives from the environment the agent will be learning how to act to 

maximize the rewards that agent is getting from the environment.  To implement the 

learning process Temporal Difference learning algorithm Q-learning and Sarsa is used. The 

system uses the user defined source and goal as the input to the system and output the 

optimal navigation path from the given source to the goal by learning the environment 

itself. The learning agent is update their knowledge and will find a policy value for the 

reward function and the value function. The main objective of this thesis is to give an 

approach in which the agent learning happens without any human intervention The most 

important part of this learning agent is at the time of initiation agent is not having any idea 

about the environment but will learn eventually on how to navigate in a benign 

environment without having any initial knowledge of the environment. The output of the 

system is the optimal path generated by the learning agent form the given source to the 

goal. To evaluate the system the results of the agent behavior is checked against the human 

knowledge mapping on navigation. 

 

 

 

 

 

 

 

 

 

 



VI 
 

Table of contents 
 

Chapter 1 Introduction                                                                                                                 1 

1.1 Prolegomena                                                                                                                           1 

1.2 Outline                                                                                                                                    4 

Chapter 2 Related work in Agents and Reinforcement Learning                                             6 

2.1 Introduction                                                                                                                            6 

2.2 Major research in Agents and Machine Learning                                                                  6 

2.2.1 Grounded Language Learning                                                                                         8 

2.2.2 Reinforcement learning with multi agent systems                                                        11 

2.3 Major research in Neural Network and Reinforcement Learning                                        14 

2.4 Summary                                                                                                                              16 

Chapter 3 Reinforcement learning for agent navigation                                                         17 

3.1 Introduction                                                                                                                          17 

3.2 Reinforcement learning                                                                                                        18 

3.2.1 Elements of reinforcement learning                                                                              19 

3.2.2 Temporal Difference Learning                                                                                      20 

3.3 Intelligent Agents and their behavior                                                                                   22 

3.4 Summary                                                                                                                              25 

Chapter 4 Use of Reinforcement learning for agent navigation                                              26 

4.1 Introduction                                                                                                                          26 

4.2 Hypothesis                                                                                                                            27 

4.3 Input                                                                                                                                     28 

4.4 Output                                                                                                                                   28 

4.5 Process                                                                                                                                  28 



VII 
 

4.6 Features                                                                                                                                33 

4.7 Evaluation                                                                                                                             33 

4.8 Summary                                                                                                                              33 

Chapter 5 Design                                                                                                                          34 

5.1 Introduction                                                                                                                          34 

5.2 System Design                                                                                                                      34 

5.3 Summary                                                                                                                              38 

Chapter 6 Implementation                                                                                                          39 

6.1 Introduction                                                                                                                          39 

6.2 System Implementation                                                                                                        39 

6.3 Summary                                                                                                                              48 

Chapter 7 Evaluation                                                                                                                   49 

7.1 Introduction                                                                                                                          49 

7.2 Evaluation Process                                                                                                               49 

7.2 Conclusion                                                                                                                            55 

Chapter 8 Conclusion                                                                                                                  56 

8.1 Future work                                                                                                                          57 

References                                                                                                                                     58 

Appendix A: Intelligence Agent and their behaviour                                                               62 

A.1 Intelligence Agent and their behaviour comparison                                                            62 

A.2 Intelligence Agents and the structure of the agents                                                             63 

A.3 Ant-Q algorithm                                                                                                                  69 

A.4 Deep fitted Q algorithm schema                                                                                          70 

Appendix B: Major Implementation in Software Development                                              71 

B.1 Implementation of the RLearner Class                                                                                71 



VIII 
 

B.2 Class Diagram                                                                                                                      74 

 

 
 
 

 
 
 
  



IX 
 

List of Figures 
 
 

Figure 3.1: Value function                                                                                                             20 

Figure 3.2: Q-value iteration for Sarsa algorithm                                                                          21 

Figure 3.3: Q-value iteration for Q-learning algorithm                                                                 22 

Figure 4.1: A visual field of the agent                                                                                           29 

Figure 4.2: Agent navigation environment                                                                                    30 

Figure 4.3: A visual field of the goal to the agent                                                                         31 

Table 4.1: Visual field and perceptual state representation on the agent                                      32 

Figure 5.1: Agents basic interaction with the system                                                                    34 

Figure 5.2: System Architecture diagram                                                                                      36 

Figure 5.3: Offline training diagram of the agent                                                                          38 

Figure 6.1: Class Diagram                                                                                                             40 

Figure 6.2: RLWorld interface                                                                                                      41 

Figure 6.3: Q-learning algorithm                                                                                                   42 

Figure 6.4: Q-learning algorithm implementation                                                                         43 

Figure 6.5: Sarsa algorithm                                                                                                            44 

Figure 6.6: Sarsa algorithm implementation                                                                                  45 

Figure 6.7: ε-greedy policy action selector implementation                                                          47 

Figure 6.8: softmax policy action selector implementation                                                           48 

Figure 7.1: Visualization of Agents accuracy over number of epochs for Sarsa algorithm          52 

Figure 7.2: Visualization of average accuracy over number of epochs for Sarsa algorithm         53 

Figure 7.3: Visualization of Agents accuracy over number of epochs for Q-learning algorithm 54 

Figure 7.4: Visualization of average accuracy over number of epochs for Q-learning algorithm 54 

Figure 7.5: Visualization of average accuracy for Q-learning algorithm vs. Sarsa algorithm      55 

 

  



X 
 

List of Tables 
 
 
 
Table 4.1: Visual field and perceptual state representation on the agent                                       32 

Table 7.1: Agent Accuracy when using the Q-learning algorithm for learning                            50 

Table 7.2: Agent Accuracy when using the Q-learning algorithm for learning                            51 


